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Abstract

In his 2003 paper, Ten philosophical problems in belief revision, Sven Ove Hansson
argues that sometimes belief revision might essentially involve inconsistent epistemic
states, and that to better model belief revision requires well modeling inconsistent
epistemic states. In this paper, we are going to develop a type of justification logic,
which is intended to model the agent’s justification structure, when she is in an incon-
sistent epistemic state. We call the logic to be developed paraconsistent justification
logic. The hope is that this logic could help us better model belief revision.

More specifically, we will construct a three-valued justification logic system, which
serves as the starting point of the research. Roughly speaking, the system reflects the
idea that committing to a contradiction does not imply committing to everything.
This idea is taken to be our basic assumption about inconsistent epistemic states. In
addition, the main technical result of the paper is that quasi-realization theorem —
which holds for standard two-valued justification logic systems — also holds for this
three-valued system.

Keywords: justification logic, paraconsistent logic, inconsistent epistemic state,
quasi-realization, belief revision.

1 Introduction

The classic justification logic system JT4 (the Logic of Proofs) [1] is the jus-
tification counterpart of the classic epistemic logic system S4. Similarly, para-
consistent justification logic is intended to be the justification counterpart of
paraconsistent epistemic logic. To introduce the former, let us start with the
latter.

By ‘paraconsistent epistemic logic’, I mean the family of epistemic logic sys-
tems that have this property: (O¢ A O—¢) — O is not a valid scheme. System
K and all extensions of K do not have this property. In [5,8,10,13], systems
with the property are introduced. And, in the literature, some works interpret
O occurring in the property as the belief operator. Hence, the property then
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expresses: having inconsistent beliefs does not imply believing everything. In
the context of this paper, I would like to interpret O¢ as ‘the agent (explicitly)
commits to ¢’. In general, paraconsistent epistemic logic is intended to better
model inconsistent epistemic states.

Paraconsistent justification logic is to be developed in this paper.? It shall
refer to the family of justification logic systems that satisfy the property: it
is not the case that for all justification terms s1, so, there exists a justification
term t such that (s; : @ A sy 1 =¢) — t : 1 is a valid scheme.?® 51 : ¢ will
be intuitively interpreted as ‘the agent (explicitly) commits to ¢ for evidence
s1’. And, s9 : =¢ and t : ¢ will be interpreted in a similar way. Then, roughly
speaking, the property expresses: having pieces of evidence that force us to
(explicitly) commit to a contradiction does not imply that for each statement
1, we have corresponding evidence forcing us to commit to . In general,
paraconsistent justification logic is intended to model the agent’s justification
structure, when she is in an inconsistent epistemic state.

How to construct paraconsistent justification logic is suggested by Fitting
models [6] for justification logic. In standard justification logics such as J, JT4
and JT45, formula ¢ : ¢ intuitively means that ‘the agent believes/knows ¢ for
evidence t’. And, informally, under Fitting models, the truth condition of ¢ : ¢
is analyzed as the conjunction of:

¢ ¢ is admissible evidence for ¢;
* the agent believes/knows ¢.

In Fitting models, the first condition is formally handled by evidence functions,
which are syntactic functions that map worlds and justification terms to sets of
formulas. And, Fitting models formalize the second condition by appealing to
some epistemic logic. If we use, for example, K to handle the second condition
and put corresponding constraints on evidence functions, roughly speaking we
get J. Similarly, if we use S4, then we get JT4. Hence, the above suggests that
using a paraconsistent epistemic logic system to handle the second condition,
we might get a corresponding paraconsistent justification logic. This is how in
this paper we are going to construct a paraconsistent justification logic.
There are three main tasks in this paper. First of all, we will try to persuade
readers that paraconsistent justification logic is worth developing. Secondly,
based on a specific paraconsistent epistemic logic, called PE,, we are going to
construct a paraconsistent justification logic system, called PJ,. PJ, serves as
a starting point of the project of developing paraconsistent justification logic.
Finally, we will prove: as modal logics, for example, K, S4, S5 can be embedded
into justification logics J, JT4, JT45, respectively, PE, can be embedded into
PJp, too. More specifically, we will follow Fitting’s non-constructive way [6] to

2 Joseph Lurie also independently comes up with the idea of merging justification logic with
paraconsistent logic. Readers could go to [11] to see more details about how Lurie develops
the idea.

3 Actually, the paraconsistent justification logic system PJp, which we are going to construct,
satisfies stronger properties, that is, Fact 4.4’s (iii) and (iv).
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show that quasi-realization theorem holds for (PEy, PJy).

2  Why Paraconsistent Justification Logic

In this section, I hope to persuade readers that paraconsistent justification logic
is worth developing.

It was advertised in Introduction that in the context of this paper, para-
consistent epistemic logic is intended to model the epistemic state of ‘explicitly
committing to a contradiction’. And, paraconsistent justification logic is in-
tended to model the agent’s justification structure, when she is in this kind
of epistemic state. Hence, to well motivate paraconsistent justification logic,
answers to the following six questions should be provided:

(i) what the epistemic state — explicitly committing to a contradiction — is;
whether such sort of epistemic states really exist;

what the basic properties of the epistemic state are;

)
)
(iv) why talk about explicit commitments, rather than beliefs;
) why care about such sort of epistemic states;

)

why care about the agent’s justification structure, when she is in this kind
of epistemic state.

To the first question, let us start with distinguishing explicit beliefs, implicit
commitments and explicit commitments. If an agent explicitly believes some
statement, then the agent accepts this statement. Examples of explicit beliefs
are my belief that 2 + 2 = 4 and my belief that I am a human being. In
contrast, implicit commitments are the agent’s explicit beliefs’ consequences
that the agent is not aware of. For example, let ¢ be a deep consequence
of Peano arithmetic that has not been proved by any mathematician. Then,
all people believing PA implicitly commit to ¢. On the other hand, explicit
commitments are the agent’s explicit beliefs consequences that the agent is
aware of, but the agent might/might not accept.

Explicitly believing a contradiction is not usual. Implicitly committing to a
contradiction sometimes happens. For instance, before knowing Russel’s para-
dox of his set theory, Frege implicitly committed to a contradiction. Explicitly
committing to a contradiction is the sort of epistemic state that paraconsistent
justification logic intends to model.

Secondly, I will argue by example that the epistemic state of explicitly
committing to a contradiction does occur. In 1859, Urbain Le Verrier discovered
that the actual movement of the planet Mercury is not like what the traditional
theory of Newtonian gravity predicts. In other words, the Newtonian gravity
plus Le Verrier’s obervation leads to a contradiction. The successful revision
of the theory of gravity had to wait till Einstein’s theory of general relativity
(1915). Between 1859 and 1915, physicists could not simply give up/‘freeze’
Newtonian gravity to keep consistency, because it was the best available theory
of the time. Physicists of this period were aware of the contradiction. The
contradiction is a consequence of their explicit beliefs in Newtonian gravity and
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Le Verrier’s obervation. Hence, physicists of this period explicitly committed
to the contradiction. However, they did not accept the contradiction to be
true.

To the third question, in this paper, we assume that two properties hold
for the epistemic state of explicitly committing to a contradiction. One is that
explicitly committing to a contradiction does not imply explicitly committing
to everything. The other property assumed is: having pieces of evidence that
force us to explicitly commit to a contradiction does not imply that for each
1, we have corresponding evidence forcing us to commit to .

Fourth, in the context of this paper, to simplify things we assume that the
agent we model is ideal in the sense that her awareness is logical omniscient.
Hence, there is no implicit commitment for the agent; she can only either
explicitly believe a contradiction or explicitly commit to a contradiction. Since
it is rare that an agent explicitly believes a contradiction, we really need to
argue for the category of explicit commitments to contradictions.

The fifth question is why we need to care about modeling the epistemic
state of explicitly committing to a contradiction. In the following, I would like
to answer the question from the angle of belief revision.

In Sven Ove Hansson’s paper [9], it is argued that sometimes belief revision
might essentially involve inconsistent epistemic states. Here is a summery of
Hansson’s point. In the literature of belief revision, there is one approach called
belief base belief revision, where the belief set is not required to be closed under
a consequence relation. In belief base belief revision, there are two ways to
define the revision operator:

e revision = expansion + contraction
e revision = contraction + expansion

At least formally, these two ways of defining the revision operator do not col-
lapse into the same operator. When the agent must accept the new information
but it is unclear to give up which piece of old information, the first way — re-
vision = expansion + contraction — seems to fit real psychology more. In the
first way, there is an intermediate inconsistent epistemic state that occurs after
expansion.

To explain Hansson’s point, let us recall the example of Le Verrier’s ob-
servation about Mercury. The physicists of that period ought to accept the
new information, that is, Le Verrier’s observation. However, it was unclear
which part of the Newtonian gravity (or background postulates) we should
give up/change. Before the successful revision, physicists explicitly committed
to a contradiction. We might take the history as: first expanding with the
new information (Le Verrier’s observation); secondly, reaching the inconsistent
epistemic state of explicitly committing to a contradiction; third, changing the
original theory. Therefore, from the angle of belief revision, it seems that this
sort, of inconsistent epistemic states — explicitly committing to a contradiction
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— should be paid attention to?.

To the final question, I would like to answer it also from the angle of belief
revision. My answer begins with an intuition: the same belief/commitment
content with different justification structures might lead to different belief re-
vision results. Let us compare two example cases to illustrate the intuition.
First, assume that John believes all european swans are white. He forms this
belief based on observing most part of Northern Europe and randomly check-
ing the rest of Europe. However, one day, he sees a black swan in Germany.
The other case goes as follows. Here, Miles also believes all european swans
are white. However, he forms the belief because he watches one program in
the Discovery channel and the program says so. And, one day Miles also sees
a black swan in Germany. In the first case, John probably can still keep his
belief that all swans in Finland are white, because John has done careful sur-
vey in Northern Europe. But, it is less clear that in the second case, Miles
can keep the same belief. In both cases, each agent starts with the same belief
content. But the results of revision are different. It is probably because agents’
justification structures are different.

Hence, putting the following two ideas together:

¢ the epistemic state of explicitly committing to a contradiction sometimes
plays an essential role in the process of belief revision;

¢ the agent’s justification structure is a factor to determine the revision result,

we might conclude that we should pay attention to the agent’s justification
structure, when she explicitly commits to a contradiction.

3 Paraconsistent Epistemic Logic PE,

In this section, we are going to construct a three-valued epistemic logic system
such that (OpAO—-¢) — O is not a valid scheme. We call this system PEy: the
subscript b stands for the third truth value b. Our strategy to construct such a
system is to take as the propositional part of PE, a non-classical propositional
logic where from ¢ A—¢ we can not derive everything. The specific non-classical
propositional logic we pick here has been studied in the paraconsistent logic
literature [2,3].
Here is the syntax of PE,. PEy formulas are inductively defined as:

¢ u= pl-d|(eNg)|(o—0)|De

Intuitively, O¢ means that ‘the agent explicitly commits to ¢’.

Here is the semantics of PE,. A frame is a pair (W, R), where W is a non-
empty set of possible worlds and R is an accessibility relation of type W x W.
At the current stage, to simplify things, we do not put any constraint on R.
A PE, model, M is a three-tuple (W, R, v), where (W, R) is a frame, and v is

4 Note that up to this point, we might have provided sufficient reasons to motivate devel-

oping paraconsistent dynamic epistemic logic for belief revision. [8] is along this line.
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a function from worlds and propositional variables to {1,b,0}. In addition, 1
and b are designated values. b intuitively means ‘being both true and false’.

[12] provides one way to make sense of value b. Each world with some
propositional variables assigned value b is an impossible world. “Impossible
worlds are just more than one possible world taken together” [12]. An impossible
world represents a way that the world can not be. Different impossible worlds
represent different ways of ‘clashes’ (in commitment contents).

We extend v in the following way.

Definition 3.1 Let M = (W, R,v) be a PE, model. v extends v in the
following way. Let u be a world in M.

(i)

(i)
L oM () = 0;
vyt (o) = b if () =0
0 otherwise.
(iif)
if 0M(6) = 1 and oM(p) = 1;
if v (¢) = b and v (¥) # 0,

M _
WOAEIZA T M (g) £0 and o) = b
0 otherwise.
(iv)
M6 5 ) = {?;mw if v(6) € {1,0;
otherwise.

“ {1 if for all v/ with uRu’, v (¢) € {1,b};
v, (00) = .
0 otherwise.

Define ¢4 as the abbreviation of ~(—~¢A—1))5; ¢ < 1) as the abbreviation
of (¢ = )N (¥ — ¢). In addition, note that the conditional of PE, can not be
defined by —, A [4]. Furthermore, O¢ never gets value b. The rationale is that
although the agent’s commitment content could be inconsistent, it is never the
case that the agent both explicitly commits to some statement and does not
explicitly commit to the same statement © .

Let us look at an example model of the system.

5 Assume this order on the truth values: 0 < b < 1. Then, V corresponds to the operation
of taking the maximum value. This justifies the abbreviation.

6 Note that not committing to ¢ is different from committing to not-¢.
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Example 3.2 Let us consider a restricted language, which only has two propo-
sitional variables, p,q. Let 10 stand for a world where p is true (only) and ¢ is
false (only). Let b0 stand for a world where p is both true and false, but ¢ is
false (only) . (So, b0 is an impossible world.) Then, the following is an example
PE, model. Let us call it N.

R

@ Accurately speaking, N =

(W, R,v), where W = {10,b0}; R = {(10,00)}; vio(p) = 1, vio(q) = 0,
vpo(p) = b, vpo(q) = 0. Further, note that v, (0p) = vj(O0-p) = 1, but
v (Oq) = 0. Hence, the world 10 in A shows that (O¢ A O-¢) — Ot is not a
valid scheme in PEp.

Here are some basic facts about PE,.
Fact 3.3 (i) (Op A O-p) is satisfiable.

(ii) (Op AO—-¢) — Oy is not a valid scheme. That is, for some formulas ¢
and ¥, (Op A O-¢) — O is invalid.

(iii) For all formulas ¢, if ¢ contains no O, then there exist some formula i
such that (O¢p A O-¢) — Oy is invalid.

(iv) For all formulas ¢ and 1, if both ¢, ¥ contain no O; ¢ and v share no
propositional variable; and ¢ is not valid, then (O A O-¢) — Ot is
invalid.

(v) Modus Ponens preserves designated values.

(vi) SU{o}IF, iff SIF¢ — .7
(vii) O(¢ — ¥) — (O¢ — Ov) is a valid scheme.

Proof. Please see the first half of Appendix A. O
The first four of Fact 3.3 form a group. It is about the paraconsistency of PE,.
(i) says that an agent might explicitly commits to a contradiction. We explain
(ii) and (iii) together. Maybe, the slogan for paraconsistent epistemic logic is
that ‘explicitly committing to a contradiction does not imply explicitly com-

mitting to everything’. However, the slogan is vague. There are two possible
accurate readings of the slogan:

¢ for some contradiction ¢ A —¢, explicitly committing to ¢ A =¢ does not
imply explicitly committing to everything;

e for all contradictions ¢ A —¢, explicitly committing to ¢ A =¢ does not imply
explicitly committing to everything.

The first is weaker than the second. (ii) expresses the weaker reading of the

7 We define the semantical consequence relation I for PEy, as follows: T' I 7, iff for all PE,
models M and all worlds u in M, if v (7") € {1,b} for all 7/ € T, then v (7) € {1,b}.
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slogan. What (iii) expresses is closer to the stronger reading. However, (iii) does
not quantify over unrestrictedly all contradictions, but just all contradictions
that do not involve O. Now, we explain (iv). First of all, if two formulas share
no propositional variable, intuitively we could take these two formulas to be
irrelevant to each other. Secondly, based on the previous point, (iv) intuitively
means:

e for all contradictions ¢pA—¢ (with some restriction), for all statements ¢ (with
some restriction), if ¢ A —¢ and v are irrelevant to each other in the sense
that ¢ A—¢ and ) share no propositional variable, then explicitly committing
to ¢ A =¢ does not imply explicitly committing to 1.

In addition, note that (iv) implies (iii), but not vice versa; (iii) implies (ii),
but not vice versa.

The last three items of Fact 3.3 form another group. This group tells us
that PE, has Modus Ponens, deduction theorem and the validity of K-axiom.
The way we define the conditional gives us these three. If we define ¢ — 1 as
=¢ V 1, the resulting system will not have these three. As readers will see in
the next section, making our system have these three will be helpful for letting
the corresponding justification logic behave nicely in the technical aspect.

4 Paraconsistent Justification Logic PJ,

Based on PE,, we are going to construct a justification logic system PJ, by
giving its Fitting models. PJp reflects the idea: explicitly committing to a
contradiction for two conflicting pieces of evidence does not imply that for all
statement 1, we have corresponding evidence that forces us to commit to 1.
This idea is accurately formulated in (ii) of Fact 4.4. Actually, PJ, satisfies
stronger paraconsistent properties, that is, (iii) and (iv) of Fact 4.4.

4.1 Syntax of PJ,
PJp has the following symbols.
(i) propositional variables, p,q,r, ...

(ii) connectives, -, A, —
(iii) justification variables, z,y, ...
(iv) justification constants, ¢, d. ..
(v) function symbol, -, +
(vi) operator symbol of the type (term) : {formula)
Justification terms are inductively defined as:

t ouw= xlc|-t)|(E+1)
PJy formulas are inductively defined as:

¢ = plo|(@ND)|(d—¢)[t:¢

Intuitively, t : ¢ is interpreted as ‘the agent explicitly commits to ¢ based on
evidence t’.
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4.2 Semantics of PJ,
We specify PJp’s semantics by giving its Fitting models.

An evidence function on the frame (W, R) is a function £ from worlds and
justification terms to sets of formulas. In PJ,, we put the following constrains
on the evidence function:

e Application (¢ — ¢) € E(u, s) and ¢ € E(u,t) implies ¢ € E(u, s - t).

e Sum &(u,s) UE(u,t) C E(u,s +1t).

A PJ, model, M is a four-tuple (W, R, €, v), where (W, R) is a frame, £ is an
evidence function on (W, R), and v is a function from worlds and propositional
variables to {1,b,0}. And, 1 and b are designated values.

We extend v in the following way.

Definition 4.1 Let M = (W, R,&,v) be a PJ, model. v extends v in the
following way. Let u be a world in M.

(i) propositional variables, -, A and — are interpreted as in PE,

M 1 if ¢ € E(u,t) and for all u' with uRuw’, vM(¢) € {1,b};
(t:¢)= :
0 otherwise.

Definition 4.2 [constant specification] Let Xo = {¢ | v2*(¢) = 1or b for
every world u at every PJ, models M}. Let X,,11 = {c: ¢ | ¢ is a justification
constant and ¢ € X, }. Let X = (J,c.yXi. A constant specification C is a

function from justification constants to subsets of X such that C satisfies the
following two conditions:

eifc,:--ie1:p€C(cpr1), thency_1:---:¢1: ¢ € C(cy), where n > 2 and
¢ € Xo.
e if ¢1 : ¢ € C(c2), then ¢ € C(e1), where ¢ € X.
A model M = (W, R, E,v) is said to meet a constant specification C, iff for

all w € W, for all justification constants ¢, C(c) C E(u,c).
Here is an example PJ, model.

Example 4.3 Let C be a constant specification. Let z,y,21,292,... be an
enumeration of all justification variables. We construct a PJ, model M meeting
C, based on the PE, model N defined in Example 3.2. Define M = (W, R, £, v),
where (W, R,v) = N and & is defined as follows:

e for all justification constants ¢, define €(u, ¢) = C(c), where u € {10,b0};
define £(10,z) = {p}, £(10,y) = {-p} and £(10, z;) = , where ¢ € N;
define £(b0, z) = £(b0,y) = £(10, z;) = 0, where 7 € N;

e define E(u,s-t) ={Y | ¢ = ¢ € E(u,s) and ¢ € E(u, 1)}, where u € {10, b0};
e define E(u, s +t) = E(u, s) U E(u,t), where u € {10,50}.

The fourth and fifth item guarantee that & satisfies Application and Sum
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condition on evidence function, respectively. The first item guarantees that M
meets C. Further, note that v{{f(z : p) = viYl(y : =p) = 1, but v{Y(t: q) =0
for all justification terms t.

4.3 Notations and Terminologies

Let C be a constant specification. A set X of formulas is said to be C-satisfiable,
if there are some model M that meets C and some world v in M such that
vM () € {1,b} for all o € . A formula ¢ is valid in a model M = (W, R, E,v),
if for all worlds u in M, we have v (¢) € {1,b}. A formula is C-valid, if it is
valid in every model that meets C. Now, we define the semantical consequence
relation. ¥ ¢ ¢ iff for all models M that meet C and all worlds w in M, if
vM () € {1,b} for all ¢ € X, then vM(¢) € {1,b}.
Let ¥ be a set of formulas. Define v [3] = {vM(¢) | ¢ € T}.

4.4 Basic Facts about PJ,

Here are some basic facts about PJ,. We divide them into two groups.

The following is the first group, which is about the paraconsistency of PJp.
To simplify the formulation, we use V, 3 as the abbreviations of the meta-
expressions, ‘for all’ and ‘for some’, respectively. si, so,t range over justification
terms; x,y range over justification variables.

Fact 4.4 Let C be a constant specification.
(i) (z:pAy:-p) is C-satisfiable;

(i) Js1TsoTdIYVE, {51 : @, 82 : d} e t: 5

(iil) Vs1Vs2Ve, if ¢ contains no justification term, then Fvt, {s; : ¢,sq :
ot ety

(iv) Vs1Vs2VVYUVE, if ¢ and ¢ contain no justification term; ¢ and v share no
propositional variable; and v is not C-valid, then {s1 : ¢, 82 : =d} e t: 1.

Proof. Please see the second half of Appendix A. a

The item (i) of Fact 4.4 says that an agent might explicitly commits to a

contradiction based on two different pieces of evidence. The item (ii) intuitively
means:

¢ for some two conflicting pieces s1, sy of evidence, for some contradiction
¢ A\ ¢, explicitly committing to ¢ A —¢ based on s1, s5 does not imply that
for all statement v, there is evidence ¢ which forces us to explicitly commit
to .

The item (iii) expresses something stronger:

e for every two conflicting pieces s1, so of evidence, for every contradiction
@ A—¢ (with some restriction), explicitly committing to ¢ A—¢ based on sq, o
does not imply that for all statement v, there is evidence ¢ which forces us
to explicitly commit to .

The item (iv) intuitively says:

e Given any two pieces s1, so of evidence, any contradiction ¢ A —¢ (with some
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restriction) and any statement ¢ (with some restriction), if pA—¢ is irrelevant
to v (in the sense that ¢ A —¢ and 1 share no propositional variable), then
explicitly committing to ¢ A —¢ based on si, so does not imply that there is
evidence t that forces us to explicitly commit to .

And, note two things. First, (iv) implies (iii), but not vice versa; (iii)
implies (ii), but not vice versa. Secondly, typically, in justification logic, we
consider constant specifications that entail internalization in the sense that
for all formulas ¢, if ¢ is C-valid, then t : ¢ is C-valid for some justification
term ¢. In standard two-valued justification logics, if the constant specification
considered entails internalization, then all of (ii) — (iv) fail. However, in PJy, (ii)
— (iv) hold, even if the constant specification considered entails internalization.

Now, we move to the second group of facts about PJ,. They are good
properties as a justification logic. Proofs for them are skipped.

Fact 4.5 Let C be a constant specification.
(i) Modus Ponens preserves designated values;
(i) SU{6} ke o, iff S e & — o;
(i) s: (p =) = (t:d— (s-t):v) is C-valid;
(iv) s:¢p = (s+t):pandt: ¢ — (s+1t): ¢ are C-valid.

The way we define the conditional gives us (i), (ii) and (iii). These three
play important roles in proving quasi-realization theorem for (PEy, PJy) (The-
orem 6.3).

5 Axiomatic Soundness and Completeness of PJ,

In this section, we give an axiomatization of PJ, and show its soundness and
completeness. The machinery that we will use to prove completeness of PJ,
will help us prove quasi-realization theorem in the next section. ®

5.1 An Axiomatic Proof System

Before giving the axiomatization, we list some setups. First, recall that ¢V is
the abbreviation of =(=¢A—1)); ¢ <> 1 is the abbreviation of (¢ — V)A(¢Y — ¢).
Secondly, pick a specific propositional variable p. Define —¢ as the abbreviation
of ¢ — (Op A—0Op). Note that based on PJy’s semantics, Op A =Op always gets
value 0. Hence, - actually behaves like the classical negation. ?

Let C be a constant specification. The PJy aziomatic proof system w.r.t. C
is defined by the following axiom schemes and inference rules.

8 Accurately speaking, it is the truth lemma for PJ, — the key lemma to completeness —

that will help us prove quasi-realization theorem.

9 Roughly speaking, we can take PJ, as having two negations: — and -. The former does

not lead to explosion; the latter does. That is, ¢ — (—=¢ — 1)) is not a valid scheme; however,
¢ — (5¢ — 1) is. - helps us model paraconsistency (Fact 4.4). And, = helps us give a
complete axiomatization.
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Al. ¢ — (Y = ¢) A2. (1= (¢ =) = (T = ¢) = (1= ¥))
A3. (pV i) = (Vo) Ad. (oVY) = ((¢ = 7) = (TVY))
A5. ¢V ¢ A6. ¢V =9
AT. ¢ = (79 = 1) A8. o= (v = (9 NY))
A9. (pAY) = ¢ Al10. (o NY) = (VA Q)
All. =¢ = =(d A ) Al12. (Fmhp A ) < (P A YD)
A13. ﬁ((/b—>w) <~ ((/j)/\ﬁ’lb) Al4. ¢ < 10)
A15. == < S Al16. s: (06— ) > (t:p—(s-t): 1)
Al7. s:d— (s+t): ¢ AlB. s:dp— (t+5s): ¢
Al19. t: ¢ — (—t: ¢ =)

R1. Modus Ponens b, 0= =1

R2. C Aziom Necessitation = c: ¢ where ¢ € C(c)
and either ¢ is an axiom A1 — A19
or ¢ is inferable using R2.

We use the notation ¢ to denote the proof-theoretic consequence relation
with respect to a constant specification C.

Following [6], when giving the axiomatization, actually we do not consider
all constant specifications, but put further constraints. In this paper, we put
the following constraint on constant specifications. A constant specification
is said to be strongly appropriate, if every axiom has a justification constant;
¢ : ¢ has a justification constant, whenever c is a justification constant for ¢;
and apart from these conditions, no other formulas have justification constants.
This constraint helps, when we prove the axiomatic proof system is complete
(Theorem 5.10) and satisfies internalization (Theorem 5.2).

We finish this subsections with two basic theorems. First, with the help of
axiom schemes A1 and A2, we can show the deduction theorem.

Theorem 5.1 Let C be a constant specification. ZU{¢} Fe ¢, iff E ke ¢ — 1.

Secondly, with the help of A16, R2 and the strong appropriateness, we
have the following theorem.

Theorem 5.2 (internalization) Let C be a strongly appropriate constant
specification. Then, if F¢ @, then ¢ t: ¢, for some justification term t.

5.2 Soundness and Completeness

Proving the soundness of the axiomatic system is relatively simple, so we focus
on completeness.

We prove completeness by the canonical model construction. One small
difference from the classical case is that the notion of maximal consistent set is
replaced by the notion of C-partition. Before defining this notion, we need to
introduce a notation: T' k¢ IV holds, iff there are some formulas ¢1, ..., ¢, in
IV such that T' ¢ ¢1 V- -V ¢,,. Now, we are ready to define the notion. Given
a strongly appropriate constant specification C and two sets I', T” of formulas,
(I, T7) is said to be a C-partition, if the following three conditions hold:

(1) I"#0; (2) D T
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(3) for all pairs (,) withT' C Qand IV C ', if ' € Q or IV C €, then
Q ke @ holds.

By Zorn’s lemma, we are able to prove the following lemma.

Lemma 5.3 Let C be a strongly appropriate constant specification. Let (¥, %)
be such that Xt/ ¥ and X' # (0. Then, there exists a C-partition (I',T") such
that X CT and ¥’ CTV.

The axiom scheme A4 helps us prove the first item of the following fact.
In addition, A5 is for the second item; A6 and A7 are for the third item.
Furthermore, the fourth item can be shown by using the first item.

Fact 5.4 Let C be a strongly appropriate constant specification. Let (I';T") be
a C-partition. Then, the following hold:

(i) for all formulas ¢, either ¢ €T or ¢ € T”.

(i) for all formulas ¢, either ¢ € T and =¢ € T, or ¢ € IV and —¢ € T, or
oel and ~¢p€T.

(i) for all formulas ¢, either ¢ €T and ¢ €T, or 7 €T and ¢ € T’;
(iv) if T k¢ ¢, then ¢ €T.

Fact 5.4 is used, when we prove each item of the following fact. In addition,
A8, A9, A10 are for handling the first item of the following fact; A10, A11,
A12 are for the second item. Furthermore, R1 is used in dealing with the
third item; A13 is for the fourth item.

Fact 5.5 Let C be a strongly appropriate constant specification. Let (I';T") be
a C-partition. Then, for all formulas ¢ and 1, the following hold:

(i) pAY e, iff T andyp €T.
(ii) =(pAW) €T, iff ~p €T or mp €T.
(iii) p 2 el iff T oryp €T.
(iv) 7(p =) el iff o €T and «¢p €T
Definition 5.6 [canonical model] Let C be a strongly appropriate constant

specification. The canonical model in PJy w.r.t. C is a four-tuple (W, R, £, v),
where

(i) W is the set of all C-partitions.

ii) for all (I';,T%), (D, T%) € W, (T'1,T})R(T'5, T%) iff T¥ C Ty, where I is
1 2 1 2 1 1
defined to be the following set:

{¢|t:¢ely, for some t}
(iii) for all (I',T') € W, for all justification terms ¢, for all formulas ¢, ¢ €

(D, T, 1) iff t: ¢ e T
(iv) for all (I',T") € W and all propositional variables p,
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1 ifpeland —pel’;
vy (p) =qb ifpeTl and —peT;
0 otherwise.

Axiom schemes A16, A17, A18 help us prove (i) of the following lemma.
In addition, the inference rule R2 helps us prove (ii).

Lemma 5.7 Let C be a strongly appropriate constant specification.
(i) The canonical model in PJy w.r.t. C is a model in Ply.
(ii) The canonical model in Plp w.r.t. C meets C.

The way we define the accessibility relation for the canonical model yields
the following fact.

Fact 5.8 Let C be a strongly appropriate constant specification. Let M =
(W, R,E,v) be the canonical model in PJ, w.r.t. C. Let (U,T") € W. Then,
for all justification terms t and for all formulas ¢, if t : ¢ € T, then for all
(Q, Q) € W with (T, T")R{(Q, Q') it holds that ¢ € Q.

With the help of Fact 5.5, Fact 5.8 and A14, A15 and A19, we can show the
truth lemma.

Lemma 5.9 (truth lemma for PJ,) Let C be a strongly appropriate con-
stant specification and M = (W, R, E,v) be the canonical model in PJ, w.r.t.
C. Then, for all formulas ¢, for all (T,T") € W, the following hold:

(i) ¢ €T and ¢ € I", iff v} 1y (¢) = 1.

(ii) p €T and ~¢ €T, iff Uf\r/l,rw(‘b) =b.

(iii) ¢ € I" and ~¢ € T, iff v}y (4) = 0.
With the help of Lemma 5.3 and Lemma 5.9, we can prove completeness.

Theorem 5.10 (completeness of PJ,) Let C be a strongly appropriate con-
stant specification. If X lk¢ ¢, then X ke ¢.

6 Quasi-Realization Theorem for (PEy, PJ,)

We follow Fitting’s non-constructive way [6] to prove quasi-realization theorem
for (PEy, PJp). This theorem establishes an embedding from PE, into PJ,. In
proving quasi-realization theorem for (PEy, PJp), the only part that is not to-
tally obviously suggested by Fitting’s proof in [6] is how to handle the negation.

Before going to proofs, here are some setups. Let ¢ be a formula in PE,.
Assume that ¢ is fixed for the rest of the section. In the following, for the
sake of simplicity, when we talk about some subformula of ¢, we actually mean
some occurrence of this subformula of ¢. In addition, positive subformulas
and negative subformulas are defined as usual. More specifically, ¢ itself is a
positive subformula of ¢. Given a subformula « of ¢, if « is of the form OS or
B A 7v,then the polarity of § and the polarity of v are the same as «. If « is of
the form 8 — +, then the polarity of 5 is different from « and the polarity of
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v is the same as «. If a is of the form =3, then the polarity of § is different
from «. Furthermore, A is any assignment of a justification variable to each
subformula of ¢ of the form O« that is at the negative position. It is assumed
that A is one-one. Relative to A, we define one mapping 74 as follows.

Definition 6.1 74 assigns a set of PJ, formulas to each subformula of ¢:
(i) if p is an atomic subformula of ¢, then w4(p) = {p};
(ii) if -« is a subformula of ¢,
wa(—a) ={-a' | o/ € mala)};
(ili) if o * S is a subformula of ¢,
malaxfB)={a' x| o € ma(a) and B’ € m4(B)}, where x € {A, —=};
(iv) if O« is a negative subformula of ¢,
ma(Oa) ={z:a' | A(Oa) =z and o’ € m4(a)};
(v) if O« is a positive subformula of ¢,

ma(Da)={t: (a1 V---Va,) | a1,...,a, € ma(a) and t is any justification
term}.
Finally, for the rest of the section, we fix a constant specification C. Assume
C is strongly appropriate. Let M = (W, R, €, v) be the canonical model w.r.t C
in PJy. Define a PE, model N' = (W, R, v). So, N is M dropping the evidence
function £. In addition, recall the following notation. Given a world u in M
and a set X of formulas, v} [X] = {vM(¢) | ¢ € 2}.
Now, we are ready proving things. In [6], its Proposition 7.7 is the key to the
quasi-realization theorem for (S4,the Logic of Proofs (without Plus)). Here,
the following lemma is the key to the quasi-realization theorem for (PEy, PJy).

Lemma 6.2 For all formulas ¢ in PEy, for all (T,T') € W, the following hold:
(i) if ¥ is a positive subformula of ¢ and Uf\fl,r'>[7TA(w)] C {b,0}, then
vy () € {b,0}.
(i) of ¢ is a positive subformula of ¢ and U{RF»[WAW)] = {0}, then
v%’r,>(1/)) =0.
(iil) if ¥ is a negative subformula of ¢ and v(‘lf‘,r,>[7rA(1/))} C {1,b}, then
oy (¥) € {1,b}.

(iv) if ¥ is a negative subformula of ¢ and vfﬁ’F,)[ﬂA(z/J)] = {1}, then
U?r/:j/)(qﬁ) =1
Proof. Please see Appendix B. a

The following three paragraphs might let readers see the rough shape of the
proof for Lemma 6.2.

First of all, I would like to address one small difference between the state-
ment of [6]’s Proposition 7.7 and the statement of Lemma 6.2 (of this paper).
If looking at the statement of [6]’s Proposition 7.7, readers will find: under this
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classical two-valued context, positive subformulas correspond to and only cor-
respond to the non-designated value 0, and negative subformulas correspond to
and only correspond to the designated value 1. However, the correspondence
between polarity and truth value is less perfect in the statement of Lemma 6.2..
More specifically, in the item (i) of Lemma 6.2, positive subformulas correspond
to {b,0}, so do not only correspond to the non-designated value. Besides, in
the item (iv) of of Lemma 6.2, negative subformulas correspond to {1}, so do
not correspond to all designated values.

The root that leads to the small difference just described is the non-classical
negation used by both PE, and PJ,. First, consider a simplified version of
Lemma 6.2 that does not contain the items (i) and (iv). Actually, this simpli-
fied version of Lemma 6.2 is already sufficient for helping us prove the quasi-
realization theorem for (PE,, PJy). Second, the reason why we prove the more
complicated statement, rather than the simplified version is that without the
items (i) and (iv), the inductive proof will get stuck at the case of negation.
Hence, the items (i) and (iv) of Lemma 6.2 are not redundant. In short, to
handle the non-classical negation, we need Lemma 6.2’s item (i) and item (iv),
which breaks the perfect correspondence between polarity and truth value.

Now, we turn to the similarity between [6]’s proof for its Proposition 7.7 and
the proof for Lemma 6.2. Both are proofs by induction on formulas. Except
the case of negation, these two inductive proofs are very similar. The most
complicated part of [6]’s proof for its Proposition 7.7 is the case of positive
necessity, which relies on: the Logic of Proofs has Modus Ponens, deduction
theorem and the validity of s : (¢ — ¥) = (t: ¢ — (s-t) : ). The way we
interpret the conditional of PJ, gives us these three. Therefore, we can also
handle the case of positive necessity, when proving Lemma 6.2.

Applying Lemma 6.2 (and the truth lemma for PJy), we can then prove the
quasi-realization theorem.

Theorem 6.3 Let C be a strongly appropriate constant specification. Let ¢ be
a formula in PEy. If ¢ is valid in PEy, then there are ¢1,...,¢n € ma(d) such
that ¢,V -+ V ¢y, is C-valid in PJy,.

7 Conclusion

Based on PE,, we have constructed a paraconsistent justification logic system
PJy by giving its Fitting models. PJy is paraconsistent in the sense that it is
not the case that for all justification terms si,ss, there exists a justification
term ¢ such that (s1 : ¢ A s : ) — ¢ : ¢ is a valid scheme. Actually, PJ,
satisfies stronger paraconsistent properties (Fact 4.4’s (iii), (iv)). Informally
speaking, PJ, reflects the idea: explicitly committing to a contradiction for
two conflicting pieces of evidence does not imply that for all statement 1, we
have a corresponding evidence that forces us to commit to . In addition,
we motivate PJp from the angle of belief revision. We have argued that to
better model belief revision, we might need to be able to model (1) inconsistent
epistemic states and (2) the agent’s justification structure. PJ, is able to handle
these two, so might help us better model belief revision. Furthermore, the main
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technical result of the paper is quasi-realization theorem for (PEy, PJp), which
establishes an embedding from PE, into PJp.

Possible future work: First of all, in standard justification logics, there
is an algorithmic conversion from quasi-realization to realization [7], which
is a simpler form of embedding from a modal logic into a justification logic.
Hence, one natural next step is to check whether this conversion also works
for (PE, PJy), so we can also have realization for (PE,, PJy). Secondly, PJy
performs nicely in the technical aspect because of the way we define the condi-
tional. To avoid ad-hoc-ness, either a good story for motivating the conditional
used by PJ, should be further provided, or we should change to a conditional
that is well-motivated. However, if we go for the second option, for the project
to succeed, it is better that the resulting system still performs nicely in the
technical aspect. Finally, we motivate paraconsistent justification logic from
the angle of belief revision. Therefore, to finish the whole story, dynamic para-
consistent justification logic for belief revision should be developed.

Appendix
A Proofs for Fact 3.3 and Fact 4.4

Proof. [Fact 3.3] Proofs for (v)—(vii) are skipped. Example 3.2 provides a
model for showing (i) and (ii). (iv) implies (iii), so for the rest, we focus on
proving (iv).

Let ¢, 1 be such that both ¢, ¥ contain no O; ¢ and 1 share no propositional
variable; and v is not valid. Our goal is to construct a model showing (d¢ A
O-¢) — 0% is invalid.

Let pi1,...,pn be all of the propositional variables occurring in ¢; let
q1,---,Pm be those occurring in 1. Let (N, u3) be such that N7 = (W', R',v)
is a PEp model, ug € W’ and v’ujyl(z/}) = 0. Note that such a (N, u3) exists,
since 1) is assumed to be invalid. Define a PE, model N' = (W, R,v), where
W = {ur,up}; R = {(ur,ug)}; v (pi) = b for each pi; vl (¢:) = v (qs) for
each ¢;. How v assigns values to other propositional variables at us and how v
assigns values (to all propositional variables) at u; could be arbitrary.

Claim that U{X((Ekﬁ/\ O-¢) — O%) = 0. Here is a proof for the claim. First,
since ¢ contains no O, by the way PE, interprets propositional connectives, it
holds that U{L\g () = vﬁg(ﬁqb) = b. Secondly, because v contains no O, ’s
getting value 0 at us is totally determined by how v’ assign values to ¢i,. .., gm
at usg. Since at up, v mimics how v’ assigns values to qi,...,qn at ug, it
holds that v{b\g () = 0. Third, by the previous two points, it follows that
vﬁf(DqS A O-¢) =1 and v/u\{(l:!w) = 0. Therefore, the claim is proved. a

Proof. [Fact 4.4] Example 4.3 provides a model for showing (i) and (ii). (iv)
implies (iii), so for the rest, we focus on proving (iv).

Let s1, so, t be three justification terms. Assume that ¢, 1 satisfy conditions
listed in the antecedent of the conditional occurring in (iv). Our goal is to
construct a model showing {s1 : @, s3 : =@} e t: .

Let p1,...,pn be all of the propositional variables occurring in ¢; let
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q1,---,Pm be those occurring in . Let (N’,u3) be such that N/ =
(W' R, &' v') is a PJp, model, us € W’ and v{gﬂ(z/)) = 0. Note that such
a (N7, ug) exists, since v is assumed to be not C-valid. Define a PJ, model
N = (W,R,E,v), where W = {uy,uz}; R = {{ug,u2)}; E(u1,5) = E(uz,j) =
{T | 7 is a PJp, formula}, for all justification terms j; vﬁg (pi) = b for each p;;
v (gi) = v (¢;) for each g;.

First, by the definition of £ and a reasoning similar to the one we employ in
proving (iv) of Fact 3.3, we can show that U{X (s1:9pNs3:-¢)=1and vﬁ{(t :
1) = 0. Secondly, by the definition of £, M meets any constant specification.
By the previous two points, it follows that {s; : @, s2 : =@} e t: 9. a

B Proof for Lemma 6.2

Proof. [Lemma 6.2] We prove the lemma by induction on formulas. The
atomic case is trivial, so is skipped.
Let a and 8 be two formulas in PE,. Assume the following as the induction
hypothesis (IH): for all (I',T) € W,
e if o is a positive subformula of ¢ and v{‘f{rw [ma(a)] C {b,0}, then U%,F’) (a) €
{b,0}.
. Bfoz is a positive subformula of ¢ and v(‘f{m [ra(a)] = {0}, then v%7r,>(a) =
e if @ is a negative subformula of ¢ and U'<AI<1)F,> [ra(a)] C {1,b}, then
vy (@) € {1,0}.

¢ if o is a negative subformula of ¢ and U?FA,FW [ra(a)] = {1}, then v%7r,>(a) =
1.

e for 1, we also assume similar four items of conditions as part of IH.

e case 1. -«
Let (I\I") e W.
- case 1(a). Positive Negation (I)
The goal conditional we want to show is: if —« is a positive subformula of
¢ and U?f"rw[?m(—\oz)} C {b,0}, then v%7F,>(—\a) € {b,0}. The third item
of TH helps us prove this.

First, the statement that —« is a positive subformula of ¢ implies the
statement that « is a negative subformula of ¢.

Secondly, the statement that Uﬁfi’F,> [ra(—a)] C {b,0} is equivalent to the
statement that vy, [ma(e)] C {1,b}.

Assume that —« is a positive subformula of ¢ and vf\flr,>[7r,4(ﬂa)] -
{b,0}. By the first and the second point, the assumption implies that
a is a negative subformula of ¢ and U'(\I/‘I,F,>[7TA(CY)] C {1,b}. Then, by
the third item of IH, we can derive that U?ﬂr')(o‘) € {1,b}. Therefore,
”%,m(_‘a) € {b,0}.

- case 1(b). Positive Negation (II)
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The goal conditional we want to show is: if —« is a positive subformula of
¢ and vz\li"r,>[7r,4(—|a)] = {0}, then vé\ﬂr/)(—'a) = 0. By the fourth item of
IH and reasoning similar to the previous case, this can be shown.

- case 1(c). Negative Negation (I)

The goal conditional we want to show is: if -« is a negative subformula of
¢ and v{‘f‘)r,>[7rA(—|a)] C {1,b}, then v%)r,>(—\a) € {1,b}. By the first item
of TH and reasoning similar to case 1-(a), this can be shown.

- case 1(d). Negative Negation (II)

The goal conditional we want to show is: if —« is a negative subformula of
¢ and U{\ft)r,>[7r,4(ﬁa)] = {1}, then v%’r,>(ﬁa) = 1. By the second item of
IH and reasoning similar to case 1-(a), this can be shown.

e case 2. O«

L

et (I,T") e W.

case 2(a). Positive Necessity (I)

Assume that O« is a positive subformula of ¢ and vﬁi‘_r,> [ra(0a)] C {b,0}.
Note that here « is a positive subformula of ¢. Our goal is to show that
U%,F') (Oc) € {b,0}. This case is similar the the next case, that is, the case
2-(b). Hence, we skip this case.

- case 2(b). Positive Necessity (II)

Assume that O« is a positive subformula of ¢ and v(\f‘,r,ﬂﬂA(Da)] = {0}.
Our goal is to show that v%’r,>(Da) = 0. Note that here o is a positive
subformula of ¢.

Claim that T* 4> 74 () holds. Here is the proof for the claim. Sup-
pose not. Then, there exist some finite subset £ C I'* and some formulas
Vi,...,Vin € ma(a) such that X ¢ V3 V--- V' V,,. Either ¥ # 0 or ¥ = {).

In this paragraph, we consider the situation that ¥ # @. Say ¥ =
{U1,...,U,}. Then, it holds that {Ui,...,U,} Fec Vi V.-V V,,,. First,
by the deduction theorem (Theorem 5.1), we have that F¢ U; — (Us —
o (Up = ViV VVy)---). Let A stand for Uy — (Uy — -+ (U, —
(Vi V-V V) ). So, we have that ¢ A. By internalization theorem
(Theorem 5.2) and the assumption that C is strongly appropriate, it holds
that ¢ ¢ : A, for some justification term ¢. Secondly, since {Uy,...,U,} C
I'* we have that {s; : Uy,...,s, : Uy} C T, for some si,...,s,. Third,
because our axiomatization of PJ, has Modus Ponens (R1) and takes j :
(M1 = 1) = (' 11 — (7)) : ) as an axiom scheme (A16), it
holds that {t : A,s1 : Ur,...,sn : Un} e ((..(t-51) - 52...) - Spn) =
(V1 V---V V). Fourth, by the previous three points, we can conclude that
Thre ((c..(t-81)-82...)8p) : (V1 V-V V). Fifth, since V1,...,V,, €
ma(a), it holds that {j : (VA1 V---VV,,,) | j is a term} is a subset of w4 (Oa).
Therefore, (... (t-$1)-82...) $p): (VA V-V V) isin ma(0Oa). By the
assumption that ”{?,F’) [ra(0Oa)] = {0} and the truth lemma, we have that
((c..(t-s1)-82...) 8p): (V1 V---VV,,)isin IV, Sixth, by the fourth and
fifth points, we can conclude that I" ¢ I, This contradicts that I',T" is a
C-partition.
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The situation that ¥ = () can be handled in a similar way, so is skipped.
By the claim we just prove and Lemma 5.3, there exists a C-partition
(A,A") such that T C A and ma(a) € A’. Then, we can show that
v<NF’F,>(Da) = 0. Here is the proof. First, since I'* C A, we have that

(I',T")R(A,A’). And, because N’ and M share the same R, in A it also
holds that (I', V) R(A, A’). Second, since m4(a) C A’, by the truth lemma
it holds that U{\X7A,>[7TA (a)] = {0}. Note that « is positive subformula of

Oc«. By IH, it follows that vé\g,A,)(a) = 0. Third, by the previous two
points, we can conclude that v<NF ) (Oa) = 0.

- case 2(c). Negative Necessity (I)
Assume that O« is a negative subformula of ¢ and U%,F/) [ra(0Oa)] C {1,0b}.
Our goal is to show that v%r,) (Oa) € {1,b}. Note that here « is a negative
subformula of ¢. This case is similar to the corresponding case in [6].

- case 2(d). Negative Necessity (II)
Assume that Oa is a negative subformula of ¢ and vé\ft’r,> [ra(Oa)] = {1}.
Note that here « is a negative subformula of ¢. Our goal is to show that
U%,F/) (Oa) = 1. This case is similar to the previous case, that is, the case
2-(c). Therefore, we skip it.

The case of — is similar to [6]; the case of A is similar to the case of —. a
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